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ABSTRACT

Facial recognition is a popular biometric authentication technique that is adopted everywhere. For the sustainability of the
societal community, the COVID-19 pandemic and following viral attacks have mandated the wearing of masks at all public
events and organizations. It set new standards for how existing facial recognition-based biometric identification systems
must function in order to identify faces hidden behind masks. To meet this need, the researchers have attempted fixing the
current algorithms and constructing new ones. Each has one or more drawbacks, such as the difficulty of identifying faces
in masked images of various orientations, the expense of building a masked training set, the need to train systems using
various mask colors and shapes, etc. Most tedious part here is to re-generate a dataset with different masks. This work uses
machine learning and deep learning algorithms to automate the development of masked training sets and propose a model
to recognize a person regardless of whether they are wearing a mask or not. With the aid of this function, industries may
easily transition to new face recognition effectively.

Keywords - Masked Face Recognition, Computer vision, Mask augmentation, Face recognition, Face detection,
Biometric, Occlusion.
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based biometric identification systems to identify .dataset, iii) Augmenting Ir}ask'on existing f'?‘ce
faces behind masks. Researchers have fixed and image of a different orientation, iv) Face detection

created new algorithms to satisfy this demand. Each ~ and recognition to the Masked and Non-Masked
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dataset both with better accuracy.

The paper continues like this. Section II describes
masked face recognition methods. The datasets and
training face images utilized in model training are
also summarized. Section III discusses the proposed
method to automate masked face image generation
and masked face recognition. Section IV details the
test setup and methodology outcomes. Section V
concludes with the results of the masked face
recognition experiment.

II. Related Works

Face recognition relies on occlusion. Caps,
eyeglasses, veils, and other face-obscuring things
can cause occlusion. Occlusion includes masks. The
masked face covers almost half the face, making
facial recognition difficult. This issue has many
solutions. Fig. 1 demonstrates three categories of
masked face recognition algorithms on paper [2]:
Local matching, restoration, and discard occlusion-
based methods.
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Fig. 1. Various Masked Face Recognition

Local-matching algorithms identify facial image
similarities with and without masks. It analyses
several areas of a similar-sized facial image to avoid
obstructed regions affecting other aspects.
Restoration uses the original image to restore the
occluded face. Threshing 3D image face map values
finds occluded regions. After reconstructing the
occluded face using Principal Component Analysis
(PCA) [7], iteration close point approach, and
statistical curve estimation. Discard occlusion
techniques remove occluded regions from images.
Segmentation-based approaches can discover
occluded sections and classify individual face
images based on extracted attributes.

Mask-recognition research is abundant. Two steps:
Face Detection finds the occluded face in an image,
and Face Recognition matches extracted features to

identify the person. Some of the examples based on
thisapproach are [32], [33], [35], [41].

Retaking subject face images with and without
masks for masked face recognition is difficult and
time-consuming. Geng et al. [36], and Li et al. [38]
have shown the use of GAN [13] to generate
synthetic masked faces using Segmentation with a
multi-level guided identity preserve module.

New approaches are suggested. Hariri [34] used
VGG-16 and BoF [11] to crop the viewable face.
Cropping-based techniques with the newly built
module CBAM focused around ocular regions [43].
EUM employs facial recognition models to reveal
masked faces [49]. Unmasking is very complex.
Article [71] uses PCA, dilation, skin color painting,
and inpainting to detect and rebuild occluded facial
regions. Many frameworks start with ResNet. David
Montero [52], GuiLing

TABLE I: Dataset, Training set, and algorithms

Qef C's'rds Sqm @fndgwgl r
Set

22\ B@RH@&WcbFacc [25], MNM  BA@. 2/\tL SBMMB\+
Yela-B [31] ResNet50 [12]

BY\ L ROL Ul Z/\ L+ Cla Z\DI adechnf

NoM Unmasking Mode [49],
SRT Loss [49]
20\ QL EQC 28\ L +ML QdrMds-50 [12]
Z1\  LROL Ul Z/\ L+ML  QdrMds-50 [12],ArcFace [50],
MaskTheFace [53]

Z3  Fdmigsdc epl ulcdor LML L SBMMZB\@pE bd Z/ \+

BLP, M1P, M2P VGGFace [26],COTS [56]
SphereFace [55]

26\ QL EQC Z18\+ L+ML L nchdde QdrMds D 1%
SMFRD [29]

AT\ B@RHOMIQ-VIS 2.0 L+ML  Gdsdpfdmintr rdl h-siamese
[601, training (HSST) [59]
Oulu-CASIA NIR-VIS
611,

BUAA-VisNir [62]

B2\ QL EQC Z18\+ L+ML  QdrMisD1\
SMFRD [29]

B3\ QL EQC Z18\+ L+ML  Sqokisend tKsnmz4\
SMFRD [29],

LFW dataset [27]

55\ L ECC B6\+EL C L+ML  F anqv udkls &/\

[68],
RMFRD [29],
MaskedFace-Net [69]

23\ QL EQC 218\ L % AfneEd g re[11],

NM VGG-16 [9],MLP classifier

24\ LEUc'srds1// ML L SBMMZ\+KOC 24\+
people with 400 ResNet [12]

images each, MFI for
identification
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25\ L rjdc E'bd ML Cnl *mBnnrsq hnde
Segmentation Ranking Loss [36],GAN [13]
& Recognition dataset

27\ Bdleb-A [44], ML+  F@MA2\+QOB@A3\+
LFW datasct [27] M,NM  GL [22], GFC [23], GA [25]

Bl1] F dmiq sdc € bd L+ML L SBMMZ\QdrMds-50 [12],
database AlignedRelD [21]

BI\ K adlde E bdr msgd L E'bdL "rj Mds-21 [42],
Wild (LFW) [27] HOG [28]

21\ L rjdec E ce Database ~ MnL L SBMMZ\+E bdMds 22\

22\ NQKebdc'sa'rdB\ L % UnkK -Jones [5], PCA [7]

NM

26\ QOdnokd v Isg u” dde MiL +  Ro'$i kEt rmmBMM+
disguises in different M,NM SVM [48],
backgrounds and Disguised face identification
varied illuminations

BN BL T-PIE database ML L rj dc Bngk smm
[191, Filters (MCF) [40], CNN
The AR database [20],
KACST database

28\ EQFBu-1 A6\ TL A-  MiL Hdq stud Blardrs Onhns+
DB [15] CNN [18]
Bosphorus [16]

Wau [57], and Saumya Kumaar [37] have improved
ResNet-50 and CNN-based algorithms. Face
detection has improved, even if the face is partially
obscured or oriented, because of the COVID-19
epidemic. DSFD [1], RetinaFace [45], and TinaFace
[47] work well with occluded faces. Current
approaches have drawbacks. For instance,
[32],[39],[42],[43],[50], and [64] requires images of all
persons with variable occlusion, alignment, and
lighting within a threshold. Changing these
thresholds can hurt outcomes. Masked face
recognition accuracy decreases [33],[52]. Real-time
face recognition requires speedier results. [41]
requires degrading images for faster calculation at
64.23% accuracy. Some approaches only work on
non-masked images [51]. Infrared images are
difficult to make visible and require specific
equipment [58]. The model training procedure at
[57],[63] yields better results but takes longer. Bag of
features [11] might provide two people with the
identical patch [34]. [40] requires prior knowledge of
the occlusion location.

Table I summarizes Masked Face Recognition
datasets, training set, and method. Masked and non-
masked face images were used to train the model.
This work develops a masked face recognition
system without requiring the retaking of training
facial images with and without masks at varied
angles. It should work on the NoM dataset, and
masked facial pictures can greatly improve the
model. The proposed method also intends to

improve real-time systems for assessing facial image
atvaried orientations.

III. Proposed Method

Fig. 2 represents the basic workflow of the proposed
masked face recognition solution. The input image
can be a masked image or a non-masked facial
image. If the input is a non-masked image, a mask
image will be augmented to the input image, and
then face detection and face recognition will be
performed in sequence to recognize the identity.
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Fig. 2. Workflow

RetinaFace is known for faster performance and
better results in performing face localization on
various scales of faces [45]. On the other hand, DSFD
[1] is also known for being superior to other face
detector algorithms. FaceNet [3] provides a better
outcome for feature extraction-based face
recognition even if the face is occluded. Therefore,
the proposed solution suggests using RetinaFace
[45] or DSFD for face detection, FaceNet [3] for
feature extraction, and the Support Vector Classifier
for face recognition. For the dataset, the CASIA-
WebFace [24] dataset is used, which contains lots of
images of more than 10k identities. Fig. 3 presents
the proposed system architecture. It starts with
building a database from CASIA-WebFace images
for 20 identities, and the 21st-person pictures were
wearing masks.

An image of a mask is augmented on non-masked
images, which is done through face recognition [46]
library. This library provides facial landmarks like
the nose and different chin landmarks. Then, based
on the landmarks received, resize the mask image
and paste it onto the face. With this method, the
process of generating masked images from non-
masked images is more straightforward and works
on any image, irrespective of orientation,
illumination, or background. In the second phase,
augmented images are passed to the face detection
module. Here, DSFD [1], and RatinaFace [45] are
tested for face detection. RatinaFace provides
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similar results in less time. So that is finalized for
detecting the face in the image. The third and final
stage involves face recognition and classification.
Face recognition identifies the person in the image.
Based on the location of the face, features are
extracted using FaceNet [3]. The vectors received in
previous steps are normalized, and Support Vector
Machine (SVM) [48] are used for classification. In-
depth work is explained below in each separate sub-
section.

A. Dataset

The CASIA-WebFace [25] dataset has around 494414
face images of 10575 different subjects. However, for
the sake of simplicity, only 20-person images are
used. However, there are a total of 3320 total images,
2510 for training and 810 for testing. Refer to Table II
for a description of the training and testing datasets.

TABLE II: Data Set

Training Testing

Images Images
Masked Images 1687 613
Non-Masked+Masked 2510 810

This dataset contains images of a single person in a
single folder, and the number of images per person
also varies. Images have faces at different angles and
orientations, which is a plus for the task as it should
be able to detect the person from various angles.
None of these images has a mask on it, so for
generating masked face images, the face recognition
[46] library is used, which provides fast detection
and location of facial landmarks. So nearly 75% of
the Non-Masked images of each person are
converted into Masked images and split into
training and testing images accordingly.
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Landmarks are the critical locations in the face that
help to differentiate one person from another, for
example, the eyes, ears, nose, chin, and mouth. As
explained earlier, based on the location of landmarks
achieved, the mask image size is adjusted
accordingly and augmented on top of the face to
generate masked images. This method of generating
masked images is more straightforward and can be
applied to any image. Some of the examples of mask
augmented images are shownin Fig. 4.

B. FaceDetection

As discussed earlier, RetinaFace is selected here for

face detection. RetinaFace [45] functionalities are

divided into three parts:

e  First part is Feature Pyramid Network which
takes animage as aninputand gives five feature
maps calculated using ResNet. As explained in
[45] it adds lateral connection with each layer of
ResNet. This allows detection of smaller objects
with better accuracy.

¢ Second part is Context Module, where
Deformable Convolution Network (DCN) is
used, similar to that of CNN, but with fewer
offset parameters to help reduce constraints on
the kernel. DCN applies the context module on
all five feature pyramid levels independently.
DCN allows the model to increase context
modeling capacity and helps detect faces at
different orientation.

*  Third part is Cascade Multi-Task Loss. After
getting the bounding box in the context module,
cascade regression is used with Cascade
Multitask Loss. It is used to improve the face-
localization execution. The first context head
uses regular anchor to predict the bounding box
and second context head uses regressed anchor
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to predict the bounding box with more
accuracy.

The loss equation 1 computes the sum of the losses
that occurred in all steps (classification, landmarks,
and 3D pixel losses). i represents the person’s face, Pi
is the anchor probability, and Pi* is 1 for the positive
anchor and 0 for the negative anchor. The loss
function has four parts: softmax loss for binary
classes, regression loss of the bounding box,
regression loss of five landmarks, and regression
loss of 3D points for better localization. RetinaFace
also gives the person’s coordinates in a masked
image, and it is the latest methodology proposed for
faster and more accurate results than other methods.
Once it provides the face’s location, it can pass it to
FaceNet [3], by which we can extract features from
face.

L - E"C [pl + pl'..:l = PlprLRﬂ'.ﬁ'{tf + E.":} + kart;lrl:si('rl & !J.J'
+ yati Lpige (1)

C. FaceRecognition

As shown above, in Fig. 3, the model takes the result
images from RetinaFace and passes them to the deep
convolutional network. The output is then L2-
normalised, and a feature vector called embedding
is created that contains features of the images given.
Then triplet loss is used for calculating the loss,
which enforces the difference between each pair of
one person and all other faces. The triplet loss
function is defined in Equation 2.

M
¥ [ty = FEPIE — ey — s
]

+ uf] 2y

Here, x represents the image, f(x) denotes the image
embedding, and alpha denotes the margin between
positive and negative pairs acting as a threshold
value. xia is an example of an anchor image, xip is an
example of a positive image, i.e., a picture of the
same person as the anchor image, xin is an example
of a negative image, i.e., the image of a different
person than the anchor image. Then save the output
in anpz file, a compressed NumPy array. These
extracted feature vectors can be used in any
classification method to classify the person. Here,
linear Support Vector Machine is used as they are

very effective at separating face embedding vectors.
Here, the SVC class in the SKLEARN [10] library for
the classification.

IV. Testbed And Results Discussion

After training the model on the dataset, the system
can use the model to evaluate a random person’s test
dataimages. Masked Images of a person are used for
testing, containing 20-45 images. Then, it uses face
embedding of that image, passes it to the model, and
makes the person’s prediction. A few test cases and
their accuracy are shown in Fig. 5. The experiment
was tested for six scenarios presented in Table ITI.

TABLE III: Testing Scenarios

Training Images Testing Images Train Test
Result Result

Masked Masked 92.7 87.11
Masked Non-Masked 92.6 86.3
Non-Masked Masked 91.4 89.7
Non-Masked = Non-Masked  94.58 94.39
+Masked

Non-Masked

+Masked Masked 94.58 88.69
Non-Masked Non-Masked 9458 90
+Masked + Masked

The main objective of the work is to design an
efficient masked face recognition model with an
automated masked training set. Therefore, testing
the masked face is essential here.

Fig. 5. Sample Output; *s represents subject

The result table 11l shows 89.7% and 87.11% accuracy
for non-masked and masked training images,
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respectively, for testing of masked images. As non-
masked images do not have occluded images, it
should help improve face recognition as more
features are extracted and compared. So randomly,
50 images from the original dataset are used in
training, resulting in an accuracy of 94.58% for
training and 90% for testing.

A. Resultsand Discussion

Upon further investigation, another observation is
that when similar sets of training and testing images,
for example, masked or masked + non-masked, are
used, they show better training results than opposite
sets of images, for instance, masked in training and
non-masked in testing.

Also, when both training and testing contain
masked images, the model’s accuracy drops as
features extracted from masked images may not be
sufficient for comparison, and the model can fail to
identify a person. Scenario 4 of testing non-masked
images shows the best results. However, including
non-masked images in the training and testing sets
gives the best result. The similar observation of
using non-masked images on a FaceNet based
model shows better accuracy [2]. More feature
extraction from non-masked images may be the
reason for it. Table III suggests including non-
masked during the training phase as it provides the
bestresults among all six scenarios.

The confusion matrix gives us an inside look at the
trained model. Therefore, the paper presents the
confusion matrix for some cases in Fig. 6. Upon
further testing, some blurry images gave a false-
positive result. So, a suggestion is to use high-

resolution images, but feature extraction will take a
long time. Even with a total of 21 subjects and a
resolution of 250x250, the feature extraction part
took around 50 minutes. It would take more time if
more images were used and require higher-end
computer hardware. Another suggestion is to use
the upscaling image feature, which might be helpful
for blurry images but will take time too.

V. Conclusion

Pandemic situations like COVID-19 taught new
practices like wearing masks in public gatherings to
avoid any viral affection. Hence, a new face
recognition algorithm must be kept in practice to test
masked faces as well as non-masked face images
with better accuracy and real-time speed. And
automated masked training set generation is
suggested for scalable face recognition systems, and
this paper uses that model to automate masked
training set generation and face recognition.
RetinaFace [45] provides better accuracy in detecting
aperson’s face with less time, even if itis occluded by
a mask. RetinaFace for face detection and FaceNet
for face recognition perform better when non-
masked images are included in the training set along
with masked images. The method provides
relatively better results compared to the surveyed
methods. We want to extend the work in the future
to different types and sizes of masks and propose a
generic occlusion solution.
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